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1.  Introduction

Although work in computational linguistics began soon after the development of the first comput-
ers (Booth et al. 1958), significant advancement in automatic understanding of natural language in
the general case remains elusive. The Semantic Knowledge Representation project (SKR) is pur-
suing research aimed at investigating principles that might underpin general progress in natural
language processing, including identification of semantic concepts and relationships in biomedi-
cal text. The complexity of natural language poses a formidable challenge to realizing this goal.

Formal linguistics, which provides guidance for computational methods, has focused on syntactic
structures that encode core semantic phenomena, such as propositions, attitudes, quantification,
negation, and tense and modality (Stockwell et al. 1973; McCawley 1988). Traditional methods in
computational linguistics (Allen 1995) include a prominent concentration on formal mechanisms
that address these structures. Although large systems have been developed in this paradigm (Sager
1981; Palmer et al. 1986; Alshawi 1993, for example), they have not enjoyed lasting practical
application. An alternative, semantics-oriented, approach to understanding natural language
focused on the use of domain knowledge (Schank 1975; Wilks 1976; Riesbeck 1981, Hahn 1989,
for example). The lack of large amounts of readily-accessible structured knowledge, however,
prevented this appealing methodology from being widely implemented. More recently, research
in natural language processing has relied on statistical methods (Manning and Schütze 1999);
however, semantic interpretation has not been the focus of this approach.

Two general strategies seem promising for achieving progress in natural language processing,
including semantic interpretation: a) increased attention to large amounts of lexical and domain
knowledge (Bates and Weischedel 1993) and b) processing limited by domain or by linguistic
phenomena (or both) (Grishman and Kittredge 1986).

Several research groups in the biomedical domain are developing and applying natural language
processing methodologies focused in scope, typically by domain of discourse. Many applications

are designed to interpret clinical text, including discharge summaries (Zweigenbaum et al. 1995)

or imaging reports, such as chest X-rays (Friedman et al. 1994; Fiszman et al. 2000) or mammo-

grams (Jain and Friedman 1997) as well as clinical guidelines (Fiszman and Haug 2000). Others

are directed at molecular biology and genetics (Friedman et al. 2001; Pustejovsky et al. 2002,

Gaizauskas et al. 2003; Leroy et al. 2003). The majority of this work is knowledge based, and the

specific domain guides the type and amount of knowledge used (Baud et al. 1998). Often this is

drawn from existing resources, such as the Unified Medical Language System® (UMLS)® (Hum-

phreys et al. 1998) or the GALEN ontology (Amaral et al. 1998), but several systems rely largely

on locally developed knowledge bases. Further, system restrictions may be imposed on the basis

of syntactic structure; some process only noun phrases, for example (Rassinoux et al. 1995; Rosa-

rio et al. 2002). Finally, various linguistic formalisms are used, including augmented transition

networks (Haug et al. 1994) semantic grammars (Friedman et al. 1994), definite clause (Johnson
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et al. 1993) and dependency grammars (Hahn et al. 1999; Hahn et al. 2000), as well as bottom-up

chart parsers (Christensen et al. 2002). (For more comprehensive reviews see Spyns 1996 and

Friedman and Hripcsak 1999.)

The SKR approach to natural language processing is being developed in several Prolog applica-
tions that are modifications of a core program called SemRep, which is divided into two major
conceptual parts: a) basic linguistic processing that is meant to apply to English in general and b)
analysis specific to a subdomain of medicine. SemRep differs from other approaches regarding
the linguistic formalism used and the way it is limited to only some syntactic structures, as well as
the source of the domain knowledge. Syntactic structures are represented by two mechanisms, a
shallow categorial parser and an underspecified dependency grammar. Although these are both
incomplete, they apply to English syntax in general and are not crafted for the biomedical domain.
(See Grishman et al. 2002 for a related approach, although one that does not use the UMLS.)

The domain knowledge for SemRep is taken directly from the UMLS Metathesaurus® and
Semantic Network, rather than being compiled manually. The Metathesaurus was not developed
as an ontology and will not ultimately support extensive inferencing without enhancement; none-
theless, the breadth of coverage it provides enables the application of SemRep in a variety of med-
ical subdomains with a minimum of effort.

2.  Project Objectives

The SKR project seeks to exploit UMLS resources in developing effective natural language pro-
cessing systems that can provide underspecified semantic interpretation to support innovative
information management applications in the biomedical domain.

3.  Project Significance

The development of programs for semantic interpretation underlies increased understanding of
viable strategies for effective natural language processing and serves as the basis for ongoing
research initiatives in biomedical information management. These include projects for extracting
medical and molecular biology information from text, processing clinical data in patient records,
and research in knowledge summarization and visualization.

4.  Methods and Procedures

SKR research fits within the context of the Natural Language Systems (NLS) program and draws
on resources being developed in the SPECIALIST system (McCray et al. 1993), which provides a
framework for exploiting the UMLS knowledge sources for natural language processing. In addi-
tion to the Metathesaurus and Semantic Network, the SPECIALIST lexicon and associated lexical
tools (McCray et al. 1994) as well as the UMLS Knowledge Source Server (McCray et al. 1996;
Bangalore et al. 2003) support syntactic analysis and semantic interpretation of free text in the
biomedical domain.
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As shown in Figure 1, the lexicon and associated
tools underpin an underspecified syntactic analysis,
which serves as input to MetaMap (Aronson 2001),
a program that provides access to Metathesaurus
concepts. SemRep relies on this processing as well
as the relationships in the Semantic Network to
identify semantic predications in text.

4.1  System overview

During SemRep processing, after input and tokeni-
zation, lexical look-up routines give access to syn-
tactic information in the SPECIALIST lexicon.
Lexically analyzed text with part-of-speech labels
is submitted to the Xerox Tagger (Cutting et al.
1992) for disambiguation. The underspecified
parser uses the output of the Tagger as well as addi-
tional lexical information, such as inflectional vari-
ant forms of verbs and nouns. An example of

parser output is given in (2) for the text in (1).

(1) New fluoroquinolones such as ofloxacin are beneficial in the treatment of chronic
obstructive airways disease exacerbation requiring mechanical ventilation.

(2) [mod(adj(new)),head(noun(fluoroquinolones),metaconc(Fluoroquinolo-
nes:[orch,phsu]))],
[prep(such as),head(noun(ofloxacin),metaconc(Ofloxacin:[orch,phsu]))],
[aux(are)],
[head(adj(beneficial))],
[prep(in),det(the),head(noun(treatment))],
[prep(of),mod(adj(chronic)),mod(adj(obstructive)),mod(noun(airways)),
mod(noun(disease),
head(noun(exacerbation),metaconc(Chronic obstructive airways disease
exacerbated:[dsyn]))]
[verb(requiring)],
[head(noun([mechanical ventilation)),punc(.) ]]

Referring expressions such as fluoroquinolones in (2) are augmented with Metathesaurus con-
cepts and semantic types. (The semantic types are abbreviated: Disease or Syndrome (dsyn);
Organic Chemical (orch); Pharmacologic Substance (phsu).) This domain knowledge is acquired
through MetaMap, a flexible, knowledge-based application that uses the SPECIALIST lexicon
along with rules for morphological variants to determine the best mapping between the text of a
noun phrase and a concept in the Metathesaurus.

The interpretation of semantic propositions depends on this underspecified analysis enriched with
domain knowledge and is driven by syntactic phenomena that indicate semantic predicates,
including verbs, prepositions, nominalizations, and the head-modifier relation in simple noun

UMLS NLS

SPECIALIST
Lexicon

Meta-
thesaurus

Semantic
Network

Lexical Tools
Parser

MetaMap

SemRep

Figure 1. Semantic Knowledge Representation
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phrases. Rules are used to map syntactic indicators to predicates in the Semantic Network. For
example, there is a rule that links the nominalization treatment with the predicate TREATS.

Domain restrictions are enforced by a meta-rule stipulating that all semantic propositions identi-
fied by SemRep must be sanctioned by a predication in the Semantic Network. This rule ensures
that syntactic arguments associated with treatment in the analysis of (2) must have been mapped
to Metathesaurus concepts with semantic types that match one of the permissible argument con-
figurations for TREATS, such as ‘Pharmacologic Substance’ and ‘Disease or Syndrome’.

Further syntactic constraints on argument identification are controlled by statements expressed in
a dependency grammar. For example, the rules for nominalizations state that one possible argu-
ment configuration is for the object to be marked by the preposition of occurring to the right of the
nominalization and that one possible location for the subject is anywhere to the left of the noun
phrase containing the nominalization.

During semantic interpretation of the predication on treatment in (2), choosing the noun phrase
ofloxacin (which maps to a concept with semantic type ‘Pharmacologic Substance’) as the subject
and chronic obstructive airways disease exacerbation (mapped to a concept with semantic type
‘Disease or Syndrome’) as object allows all constraints to be satisfied. The final interpretation is
the semantic proposition in (3), where the Metathesaurus concepts are arguments of the predicate
from the Semantic Network.

(3) Ofloxacin-TREATS-Chronic obstructive airways disease exacerbated

A final step in SemRep processing submits all the semantic propositions identified in a sentence to
local inferencing rules. One of these states that if it is asserted that a drug treats a patient and that
the patient suffers from a disorder, then it can be inferred that the drug treats the disorder. For
example, SemRep identifies the predications in (5) for (4).

(4) Clinical trials have shown calcipotriol ointment to be an effective and well tolerated
topical agent in adult patients with psoriasis

(5) calcipotriene-TREATS-Patients
Psoriasis-OCCURS_IN-Patients

Inferencing then constructs (6).

(6) calcipotriene-TREATS(INFER)-Psoriasis

Inferences are labeled as such in order to signal that they must be treated with caution. For exam-
ple, the inference (9) drawn from the predications in (8) as the interpretation of (7) does not have
the strength of an assertion.

(7) aspirin for patients with AIDS

(8) Aspirin-TREATS-Patients
Acquired Immunodeficiency Syndrome-OCCURS_IN-Patients

(9) Aspirin-TREATS(INFER)-Acquired Immunodeficiency Syndrome

We now examine several aspects of SemRep processing in more detail.
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4.2  Shallow categorial parser

The output of the underspecified parser is in the tradition of partial parsing (Hindle 1983,
McDonald 1992) and concentrates on the simple noun phrase—what Weischedel et al. (1993) call
the “core noun phrase,” that is, a noun phrase with no modification to the right of the head. Sev-
eral approaches provide similar output based on statistics (Church 1988, Zhai 1997, for example),
a finite-state machine (Ait-Mokhtar and Chanod 1997), or a hybrid approach combining statistics
and linguistic rules (Voutilainen and Padro 1997).

Processing is based on the notion of barrier words (Tersmette et al. 1988), which indicate bound-
aries between phrases. Complementizers, conjunctions, modals, prepositions, and verbs are
marked as boundaries. Subsequently, boundaries are considered to open a new phrase (and close
the preceding phrase). Any phrase containing a noun is considered to be a (simple) noun phrase,
and in such a phrase, the right-most noun is labeled as the head; all other items (other than deter-
miners) are labeled as modifiers.

As seen in (2) above, simple noun phrases are identified and given a partial internal analysis. The
head is identified and modifiers occurring to the left of the head other than determiners are marked
as modifiers regardless of their part-of-speech label. Prepositional phrases are treated as simple
noun phrases whose first element is a preposition. Other syntactic categories, including verbs,
auxiliaries, and conjunctions are simply given their part-of-speech label and put into a separate
phrase.

This structure alone is not meant to support semantic interpretation. It forms the basis for interpre-
tation of the referential vocabulary. Phrases enriched with Metathesaurus concepts underpin argu-
ment identification controlled by the dependency grammar.

4.3  Processing the referential vocabulary

Part of the strategy in developing SemRep is to take advantage of the general structure of English
as much as possible and to devise specialized processing only when necessary; much of the latter
can be isolated to issues in interpreting the referential vocabulary. Terminology varies in definable
ways by subdomain of medicine. For example, the concepts in a coronary catheterization report
differ dramatically from the concepts in the research literature on molecular biology.

SemRep addresses this phenomenon by incorporating processing that augments MetaMap in
interpreting noun phrases as semantic concepts. We illustrate such processing with examples from
molecular biology. We have developed a similar strategy for addressing the specialized vocabu-
lary found in clinical text (coronary catheterization reports and gastrointestinal endoscopy reports,
for example).

When processing text in the molecular biology domain, before SemRep begins, the input is sent to
ABGene (Tanabe and Wilbur 2002) for independent identification of gene and protein names.
During SemRep processing of the referential vocabulary, each noun phrase from the underspeci-
fied parse is subjected to three steps. First, MetaMap attempts to identify concepts in the Metathe-
saurus. If the corresponding semantic type belongs to a stipulated set of semantic types (such as
‘Gene or Genome’) that noun phrase is considered to refer to a molecular biology phenomenon. If
the phrase does not map to a Metathesaurus concept, the text tokens in the phrase are compared to
7



the list of gene names received earlier from ABGene. In the third step, words in a noun phrase not
having met one of the first two criteria are matched against a small list of characteristic words for
the domain, such as codon, exon, deletion, etc. Finally, contiguous simple noun phrases are coa-
lesced into a single macro noun phrase, which is considered to be a potential argument in a
semantic relationship.

4.4  Indicator rules

An “indicator” is a syntactic phenomenon that expresses a semantic relationship. Examples of
indicators in English are nominalizations (and other relational nouns, including gerunds) verbs,
and prepositions, as seen in (10), (11), and (12), respectively.

(10) treatment of headache with aspirin

(11) aspirin treats headache

(12) aspirin for headache

One syntactic indicator is structural (rather than lexical): the modifier-head relation in the simple
noun phrase. In (13), for example, the fact that chest and pain are in a head-modifier relation indi-
cates the semantic predicate LOCATION_OF.

(13) [mod(chest),head(pain)]

An indicator is the predicate of a syntactic predication and requires arguments.

The UMLS Semantic Network (McCray 1993) has 54 semantic predicates hierarchically grouped
into classes such as SPATIALLY_RELATED_TO and FUNCTIONALLY_RELATED_TO.
Included are relations such as TREATS, LOCATION_OF, PREVENTS, and OCCURS_IN.

Indicator rules stipulate a link between an indicator and a relation in the Semantic Network, and
are related to Jackendoff’s (1997) (and Alshawi’s (1992)) correspondence rules. For a particular
Semantic Network relation, such rules specify a word along with the relevant part of speech as
well as argument cues (for verbs and nominalizations), as in (14). Or the token “mod_head”
appears in rules that apply in the simple noun phrase, as in (15). Since part-of-speech and argu-
ment cues are not relevant for this indicator, they are left blank in the rule.

(14) (treatment,noun,for-with,treats)

(15) (mod_head,_,_,location_of)

Currently, SemRep has 227 indicator rules linking syntactic phenomena to 58 of the 108 relations
(direct and inverse) in the Semantic Network. 180 rules refer to verbs and nominalizations, 40 to
prepositions, and 17 to the head-modifier relation in the simple noun phrase. The number of rules
referring to a particular relation varies from one rule each for relations such as DEGREE_OF and
INDICATES to 29 for TREATS/TREATED_BY. Examples of the number of rules for some rela-
tions (and their inverses) are given in (16) and some of the rules for TREATS can be seen in (17).

(16) AFFECTS / AFFECTED_BY - 17
BRANCH_OF / HAS_BRANCH - 11
CAUSES / CAUSED_BY - 14
LOCATION_OF / HAS_LOCATION - 9
OCCURS_IN / HAS_OCCURRENCE - 19
8



PART_OF / HAS_PART - 13
PROCESS_OF / HAS_PROCESS - 11
TREATS / TREATED_BY - 29
USES / USED_BY - 11

(17) (alleviate,verb,_,treats)
(cure,verb,_,treats)
(for,prep,_,treats)
(in,prep,_,treats)
(management,noun,of,treats)
(relieve,verb,_,treats)

Language genre varies with regard to semantic indicators as well as in the referential vocabulary.
We are developing rules for particular genres in addition to the rules above that apply generally in
the medical domain. Subdomain-specific rules include those in (18) for coronary catheterization
reports and in (19) for molecular biology.

(18) (arise, verb,from,branch_of)
bifurcate,verb,_,has_branch)

(19) (activate,verb,_,stimulate)
(upregulate,verb,_stimulate)
(repress,verb,_,inhibit)
(downregulate,verb,_,inhibit)

An example for the rules in (18) is the right coronary artery arises from the aorta and for those in
(19) RAL-GTP activates the phospholipase D by hydrolyzing phosphatidilcholines.

4.5  Argument identification

SemRep uses an underspecified dependency grammar supported by semantic propositions from
the Semantic Network for argument identification. As is common in dependency grammars, there
is a general constraint disallowing crossing dependency lines. A further principle prevents multi-
ple use of arguments, without license (discussed below).

Based on the predicates it contains, the Semantic Network asserts predications linking UMLS
semantic types in associative semantic propositions expressing commonly accepted medical
knowledge, as seen in (20).

(20) Pharmacologic Substance-TREATS-Disease or Syndrome
Body Part, Organ, or Organ Component-LOCATION_OF-Disease or Syndrome

All semantic predications interpreted by SemRep must be sanctioned by a proposition from the
Semantic Network.

4.5.1  Constraints by class of indicator

Subject to the general principles noted above, further constraints for syntactic argument identifi-
cation are based on classes of indicators. The subject of a preposition must be to its left and its
object must be in the same noun phrase as the preposition. The application of these rules is illus-
trated by the analysis of (21).
9



(21) Cephalexin in young children with cystic fibrosis

The arguments of in in this example are Cephalexin and young children, and the interpretation for
this syntactic predication is the first proposition in (22).

(22) Cephalexin-TREATS-young child
Cystic Fibrosis-OCCURS_IN-young child

The interpretation of the predication on with in (21) is the second proposition in (22).

Subjects of verbs must occur to the left of the verb and objects to the right. (We have not yet
addressed objects that occur to the left of the subject.) Complement information from the SPE-

CIALIST lexicon further constrains the identification of objects of verbs. If a verb is recognized as
being in passive voice, the order of its arguments is reversed. Applying these rules to the passive
verb was upregulated in (23) identifies the subject as amphiregulin mRNA and the coordinated
objects as amphiregulin and alpha-thrombin.

(23) Amphiregulin mRNA was upregulated by amphiregulin itself as well as alpha-
thrombin.

The application of the passive rule allows the propositions in (24) to be generated.

(24) amphiregulin-STIMULATE-amphiregulin mrna
alpha thrombin-STIMULATE-amphiregulin mrna

Either one or both of the arguments of a nominalization or gerund may be left unasserted. If both
arguments are specified, they can fall into one of the patterns shown below. The prepositional pat-
tern of-by is always checked as cuing the object and subject of a nominalization or gerund. Other
patterns are stipulated in the indicator rules for specific nominalizations.

(25) a. treatment of aneurysms with surgery

b. [PRED] [Prep1 Arg1] [Prep2 Arg2]

(26) a. surgical treatment of aneurysms

b. [Arg1 PRED] [Prep Arg2]

(27) a. surgery for the treatment of aneurysms

b. [Arg1] [Prep-x PRED] [Prep Arg2]

An example of SemRep processing based on the pattern in (26) applies in the analysis of (28).

(28) A correlation was observed between the level of rhodopsin phosphorylation and the
amount of arrestin binding to these mutants.

The gerund binding in this example cues its object with the preposition to, and its subject occurs
immediately to the left of the gerund in the same noun phrase. The application of the indicator
rule for binding and associated argument identification principles allows the predication in (29) to
be generated for (28).

(29) arrestin-BINDS-mutant
10



4.5.2  Argument reuse

As noted above, no argument can be used in the interpretation of more than one predication, with-
out license. The two licensing phenomena are coordination and relativization. Processing pro-
ceeds in two phases for both structure types: a) identification of coordination or relativization and
b) construction of predications involving reused arguments.

SemRep addresses noun phrase coordination (Rindflesch 1995) by taking advantage of semantic
types. This processing begins before the interpretation of semantic propositions. On the basis of
the underspecified syntax enhanced with domain knowledge, an attempt is made to determine
whether each coordinator is conjoining noun phrases or something other than noun phrases. For a
coordinator determined to be conjoining noun phrases, the semantic type of the noun phrase
immediately to the right of that coordinator is examined. The noun phrase immediately to the left
of the coordinator and noun phrases occurring to the left of that noun phrase (and separated from
it either by another coordinator or by a comma) are examined to see whether they are semantically
consonant. In the current formulation of the coordination algorithm, semantic consonance means
that the semantic types belong to the same semantic group in the Semantic Network (McCray et
al. 2002).

For example in (30), inflammatory bowel disease has been mapped to a concept with semantic
type ‘Disease or Syndrome’; allergic rhinitis and asthma have also been mapped to concepts with
semantic types in the group Disorders, and thus these three noun phrases are considered to be
coordinate.

(30) ... a new class of anti-inflammatory drugs that have clinical efficacy in the manage-
ment of asthma, allergic rhinitis and inflammatory bowel disease

During the process of semantic interpretation, if a coordinate noun phrase is found to be an argu-
ment of a semantic predicate, then all noun phrases coordinate with that noun phrase must also be
arguments of a predication with that predicate. During the semantic processing of (30), for exam-
ple, once the first predication in (31) has been constructed, the other two are automatically gener-
ated by virtue of the coordinate status of asthma. The concept “Anti-Inflammatory Agents” is
reused in each predication.

(31) Anti-Inflammatory Agents-TREATS-Asthma
Anti-Inflammatory Agents-TREATS-Allergic rhinitis, NOS
Anti-Inflammatory Agents-TREATS-Inflammatory Bowel Diseases

Heads of relative clauses may also be used in more than one predication. Currently, SemRep rec-
ognizes the head of a relative clause when it precedes an overt relativizer (32) or when it precedes
a prepositional phrase, of which it is an argument, as in (33).

(32) We report the case of a 75-year-old patient with onychomycosis which was treated
with ciclopirox.

(33) calcipotriol in patients with chronic plaque psoriasis

Reuse of arguments licensed by relativization allows the predications in (34) to be generated from
(32), and those in (35) for (33).
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(34) Onychomycosis-OCCURS_IN-Patients
ciclopirox-TREATS-Onychomycosis

(35) calcipotrial-TREATS-Patients
Plaque psoriasis-OCCURS_IN-Patients
calcipotriene-TREATS(INFER)-Plaque psoriasis

4.6  Hypernymic propositions

We have implemented a mechanism for interpreting hypernymic propositions as a separate mod-
ule (called SemSpec) in SemRep (Rindflesch and Fiszman 2003). A hypernymic proposition
involves two concepts in a taxonomic (‘ISA’) relationship, one semantically more specific, the
hyponym, and the other more general, the hypernym. In English, there are three major syntactic
strategies for encoding a hypernymic proposition: with verbs as in (36), appositives (37), or nom-
inal modification (38).

(36) Modafinil is a novel stimulant that is effective in the treatment of narcolepsy.

(37) Non-steroidal anti-inflammatory drugs such as indomethacin attenuate inflam-
matory reactions.

(38) The anticonvulsant gabapentin has proven effective for neuropathic pain.

SemSpec takes advantage of the linguistic processing in SemRep by first identifying the syntactic
structures that potentially indicate hypernymic propositions. After potential syntactic arguments
have been identified, regardless of the structure in which they were found, they are subjected to
uniform semantic constraints based on the UMLS. Due to the semantic characteristics of the
hypernymic proposition, this knowledge is exploited differently than it is in interpreting associa-
tive propositions. Rather than using the overt stipulations in the Semantic Network for semantic
constraints on argument identification, SemSpec calls on semantic groups from the Semantic Net-
work and hierarchical relationships from the Metathesaurus to constrain the arguments of the
hypernymic proposition.

The interpretation of hypernymic propositions enhances semantic interpretation generally, and in
addition increases the usefulness of the associative relationships produced by SemRep. Without
this module, SemRep was deficient in interpreting sentences such as (36) above, for which it only
identified the proposition “Stimulants-TREATS-Narcolepsy.” Although this is correct, it is more
useful to identify “Modafinil” (hyponym of “Stimulant”) as the semantic subject of TREATS in
this sentence. SemSpec determines that “Modafinil” is a hyponym of “Stimulant” in this sentence
and thus supplies the information that SemRep needs to provide the more precise semantic inter-
pretation.

We have devised a rule to exploit SemSpec output in SemRep (Fiszman et al. 2003). The rule
schema in (39) essentially states that if the argument of an associative semantic proposition is
asserted to be in a hypernymic relationship in the sentence being interpreted, the more specific
hyponym of the relationship may be substituted for the hypernym in the associative proposition.

(39) I. <Hypernym Y> ARGUMENT_OF PRED1
II. <Hyponym X>-ISA-<Hypernym Y>
III. IF (I and II) THEN IV
IV. <Hyponym X> ARGUMENT_OF PRED1(SPEC)
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The application of this rule is illustrated with an analysis of (40).

(40) Market authorization has been granted in France for pilocrapine, an old parasym-
pathomimetic agent, in the treatment of xerostomia.

SemRep retrieves (41) for (40) and SemSpec retrieves (42). From (39), (I) and (II) are true, which
allows (43) to be generated. (The label “SPEC” indicates that the predication is due to rules pro-
ducing the more specific argument.)

(41) Parasympathomimetic Agents-TREATS-Xerostomia

(42) Pilocrapine-ISA-Parasympathomimetic Agents

(43) Pilocrapine-TREATS(SPEC)-Xerostomia

4.7  Evaluation

We are developing a test collection based on 2,000 sentences drawn from MEDLINE abstracts
discussing (mainly drug) therapies for several diseases, including pneumonia, psoriasis, atopic
dermatitis, onychomycosis, hypercholesterolemia, and sinusitis. Initially, our markup concen-
trates on a few core predicates, primarily TREATS and PREVENTS, but also OCCURS_IN,
LOCATION_OF, CO-OCCURS_WITH, and ISA.

This evaluation methodology is limited in the sense that the number of sentences is modest and
not necessarily representative of any genre. The judge (Fiszman) is one of the system developers
and the set of predications scrutinized is limited. These efforts nonetheless provide valuable guid-
ance in further developing SemRep. Preliminary evaluation limited to TREATS predications indi-
cates Recall of 49% and Precision of 78%, while hypernymic propositions involving chemicals
and drugs yielded Precision of 83%.

5.  Error Analysis

SemRep output from 330 sentences from the test collection were submitted to error analysis.
Determining the exact etiology of semantic interpretation errors, especially in sentences with
complicated structure, is difficult. We are not yet confident enough of our analyses to provide
exact figures; however, certain trends were observed. In the following discussion, we point out
major error categories and comment on proposed solutions.

5.1  False negatives

About a third of the false negative errors were due to factors other than syntactic processing, and
most of these were caused by acronyms. The remainder of the false negatives not due to syntactic
processing were due to missing Metathesaurus concepts or indicator rules. We briefly comment
on these error types and then turn to false negatives due to syntactic processing.

5.1.1  Errors not due to syntactic processing

Unexpanded acronyms, such as ALE (artichoke leaf extract) and VAP (ventilator-associated pneu-
monia), were not recognized by SemRep as potential arguments for syntactic predications, which
could not then be interpreted as semantic propositions. Several recent works address acronyms in
13



medical text (Liu, Aronson, and Friedman 2002; Wren and Garner 2002; Yu, Hripcsak, and Fried-
man 2002), and MetaMap is being enhanced to expand author-defined abbreviatory devices.

Although the Metathesaurus has extensive coverage of the biomedical domain, a few gaps were
noted during our error analysis. “Subject” in the sense of a person undergoing medical treatment
is missing, and hence SemRep was not able to extract predications in the sentence We studied the
effect of roxithromycin in subjects with asthma. Less surprisingly, artichoke leaf extract is not
included as a therapeutic agent (Artichoke leaf extract for treating hypercholesterolaemia). The
Metathesaurus continues to evolve, and concepts for several drugs that did not appear in the 2002
release are found in 2003, including pimecrolimus and ertapenem.

Several false negatives were caused by missing indicator rules, such as the verb respond in (44).

(44) Additionally, reports in the literature suggest that pedal onychomycosis caused by
Fusarium species may also respond to itraconazole and terbinafine.

5.1.2  Errors due to syntactic phenomena

The majority of the false negatives due to syntactic processing involve coordination, often com-
parative structures. A full interpretation of comparatives is ambitious (Ryan 1981; Friedman
1989). We plan to implement a strategy that at least recognizes comparatives as being a type of
coordination. That is, we intend to provide an analysis of (45) that asserts that two substances
(tacrolimus ointment and hydrocortisone acetate ointment) are being used to treat atopic dermati-
tis in children, without including the comparative thrust of the interpretation. Currently only
hydrocortisone acetate ointment is recognized in the TREATS predication in (45).

(45) This study was undertaken to compare 0.03% and 0.1% tacrolimus ointment with
1% hydrocortisone acetate ointment in children 2 to 15 years of age with moder-
ate-to-severe atopic dermatitis.

In the sentences from our error analysis, two elements of a comparative structure are cued most
commonly by the patterns “compare X with Y” (as in (45)) and “X compared with Y,” both of
which can be used to identify the (coordinated) elements of a comparative structure.

The remainder of the false negatives due to syntactic processing are caused by SemRep errors on
a range of structures, including unrecognized heads of relatives clauses, both present and past par-
ticiples missed by the tagger, and problems due to incorrect analysis of prepositionally-cued argu-
ments of nominalizations.

5.2  False positives

The majority of false positive errors are due to word sense ambiguity and the way this phenome-
non is represented in the Metathesaurus. Particularly troublesome are branded drug names. For
example, the words in (46) map to drug names in addition to the more expected concepts.

(46) duration “Duration brand of oxymetazoline”
direct “Direct type of resin cement”
active “Active brand of pseudoephedrine-triprolidine”
correct “Correct brand of docusate-phenolphthalein”
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An analysis of (47) illustrates how such ambiguity causes SemRep to generate false positive pred-
ications.

(47) After correction for multiple episodes in the same child by generalised estimating
equations analysis the odds ratio was 0.74, 95% confidence interval 0.56 to 0.99.

The noun correction in (47) maps to the drug concept “Correct” in the Metathesaurus, which
allows it to be interpreted in the predication “Correct-TREATS-Child” indicated by the preposi-
tion in.

6.  Applications

SemRep and programs derived from it have been applied to processing clinical text as well as the
research literature (Rindflesch and Aronson 2002). One project addresses the task of identifying
arterial branching relations in cardiac catheterization reports, while another investigates data min-
ing of drug-treatment relations from MEDLINE citations. Other research is aimed at extracting
molecular biology information from text. One application identifies macromolecular binding rela-
tions, while another is concerned with the interaction of genes, drugs, and cells in the research lit-
erature on molecular pharmacology for cancer treatment. Recent research concentrates on the
genetic basis of disease.

Rindflesch, Bean, and Sneiderman (2000) report on the use of MetaMap and SemRep for process-
ing cardiac catheterization reports. Statements in the arteriography section of these reports
describe characteristics of the arteries seen during the catheterization procedure, such as branch-
ing configurations and areas of stenosis. This project focused first on identifying the names for the
coronary arteries and then on retrieving the branching relations that were asserted to obtain
among the arteries observed. The focused nature of this application along with the complexity of
the arterial terminology provided a useful context for development of the SKR methodology.
Extensive reliance on UMLS domain knowledge contributed significantly to a highly accurate
semantic analysis for these reports.

An extension of the MeSHmap technology (Srinivasan 2001) uses SemRep in cooperation with
MeSH indexing to provide increased confidence in identifying potentially interesting semantic
relationships in large sets of MEDLINE citations (Srinivasan and Rindflesch 2002). The method-
ology is discussed for citations having MeSH indexing terms in which a drug concept is modified
by the subheading “therapeutic use” and a disease concept is modified by “drug therapy.” SemRep
provided the semantic interpretation of the title for all such citations. Relevant MeSH indexing
terms combined with SemRep predications were extracted from more than 15,000 citations,
resulting in 7,332 drug-disease pairs identified. Certain drugs occur in disease contexts of varying
diversity. For example, pyrithrioxin appears largely in the context of Alzheimer disease and
dementia, while pyridazines have been associated with an array of disorders, including congestive
heart failure, depressive disorders, and the common cold. It is appealing to suggest that one of the
benefits of this research is to compute a “diversity index” for drugs and diseases encountered in
the research literature, which may provide useful information to health care practitioners and
researchers.
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Several recent SKR projects involve the adaptation and extension of MetaMap and SemRep for
extracting molecular biology information from the research literature. One such program, Arbiter,
identifies macromolecular binding relationships in MEDLINE citations. Arbiter operates in two
phases; the first (Rindflesch et al. 1999) identifies all binding entities mentioned in the input text
and addresses such phenomena as molecules, genomic structures, cells and cell components, as
well as topographic aspects of molecules, cells, and cell components. During the second phase of
processing, Arbiter establishes binding relationships using the general SemRep machinery,
focused on forms of the verb bind (Rindflesch et al. 2000b). Further research on Arbiter extended
its application to protein-protein interactions in general (Sarkar and Rindflesch 2002) as a basis
for investigating protein function similarities.

Edgar (Rindflesch et al. 2000c) is being designed to address the interaction among genes, cells,
and drugs in molecular pharmacology for cancer therapy. The program first identifies drugs,
genes, and cells in text and then determines interactions such as “over expresses” that involve
these entities. Edgar identifies drugs, genes, and cells in MEDLINE citations using techniques
similar to those used by Arbiter. Gene identification is enhanced by calling on several statistical
and empirical methods devised by Tanabe and Wilbur (2002). SemRep underpins the identifica-
tion of semantic relationships in this domain, which is still under development.

Libbus and Rindflesch (2002) report on a project to construct a general tool (called GBD)
intended to help researchers manage the literature in molecular biology. GBD is designed to pro-
cess MEDLINE citations returned by searches to PubMed. A pilot project seeks to identify and
extract information regarding the genetic basis of disease. GBD calls on MetaMap to identify dis-
eases and associated clinical findings in the citations retrieved, while the methods of Tanabe and
Wilbur (2002) are used to tag genomic phenomena such as genes, alleles, mutations, polymor-
phism, and chromosomes. Once such information has been identified in the group of citations
returned by PubMed, further processing determines distributional and cooccurrence patterns for
user-selected categories.

SemGen (Rindflesch et al. 2003) is a modification of SemRep for identifying and extracting
semantic propositions on the causal interaction of genes and diseases from MEDLINE citations.
In order to increase accuracy, SemGen employs a statistically-based labeled categorizer (Hum-
phrey 1999) for identifying text in the molecular genetics domain before natural language pro-
cessing begins. Gene name identification uses the methods developed for Arbiter and Edgar, and
disease names are supplied by MetaMap from the Metathesaurus. SemRep argument identifica-
tion techniques are supplemented with indicator rules for three disease etiology relations: CAUSE
(indicated by cause, determine, and underlie, for example), PREDISPOSE (predispose, lead to,
susceptibility), and ASSOCIATED_WITH (associated with, involve, related, in). Extracted predi-
cations are clustered and displayed in graphical form (Batagelj et al. 1999).

7.  Project Plans

We intend to continue marking up text for evaluation and performing error analysis on a wider
range of sentences. This forms the basis for ongoing improvement of SemRep. Current analysis
indicates that the majority of false negative errors are due to deficiencies in processing coordinate
structures, including comparatives. We are developing mechanisms for recognizing the coordi-
nated arguments of comparative structures and the proper treatment of coordinated modifiers in
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the simple noun phrase. A lesser number of errors are due to inadequate recognition of the heads
of relative clauses and prepositionally-cued arguments of nominalizations, which we are also
addressing. The Xerox tagger makes a considerable number of mistakes in recognizing participles
(both past and present), and we are considering the use of support vector machine technology for
correcting these errors.

The majority of the errors we have so far encountered (both false positives and false negatives) are
ultimately due to word sense ambiguity and the way this phenomenon is represented in the Met-
athesaurus. We are cooperating with the Indexing Initiative project in exploring and implementing
methods for enhancing MetaMap to resolve at least certain classes of such ambiguity.

In developing extensions to SemRep, we are concentrating on methods for automatically deter-
mining textual context that can be exploited by subsequent linguistic processing. These efforts are
concentrated in two areas: a) document structure and content and b) the referential vocabulary in
specified subdomains of medicine. We intend to use methods for accommodating document for-
mat being developed by the Lexical Systems project. Further analysis seeks to exploit document
content structure, including headings and subsections to guide semantic interpretation.

Semantic interpretation of the referential vocabulary can be improved by developing methods that
are specific to definable subdomains of medicine, such as cardiology, gastroenterology, or molec-
ular genetics. Initial efforts in using automatic methods (Humphrey 1999) to determine the subdo-
main of text being processed were promising in the molecular genetics domain, and we intend to
generalize this methodology to other areas. We also intend to take advantage of efforts in the
Medical Ontology Research project that isolate a terminology for a specific subdomain.

We recently began a project to investigate the use of SKR methods for automatically suggesting
appropriate images as illustrations for anatomically oriented text. We intend to cooperate with the
AnatQuest project in using the methods we are developing to link medical text to images from the
Visible Human data.

8.  Summary

The Semantic Knowledge Representation project is pursuing research aimed at investigating prin-
ciples that might underpin general progress in natural language processing, including identifica-
tion of semantic concepts and relationships in biomedical text. This research serves as the basis
for implementing applications in biomedical information management and includes projects for
extracting medical and molecular biology information from text as well as processing clinical data
in patient records. Current efforts concentrate on addressing deficiencies in the underlying lin-
guistic processing and extending the methodology by automatically determining textual context
that can be exploited by subsequent linguistic processing.
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